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In real applications, it is quite usual to find important rates of missing data that has to be 

preprocessed before the analysis. The literature for missing imputation is abundant. However, 

the most precise imputation methods require quite a long time, and sometimes specific 

software,  and this implies a significant delay to get final results. In this work, we propose a 

missing imputation methodology based on clustering, that provides a good trade-off between 

precision and required time to prepare data for the analysis. The proposal is applied in the 

context of better understanding the Mental Health Systems in Low and Middle Income 

Countries, project leaded by the Mental Health Department of the World Health Organization. 

The Multivariate Missing Inputation based on Clustering (MuMIC) method presented in this 

work is a non parametric method that uses the conditional mean for imputation according to 

the underlying structure of the dataset itself. A first subset of quasi-full relevant variables is 

selected together with the experts. The small set of missing data from this initial set of 

variables is inputed based on the background knowledge of the experts. The inputed data 

matrix is clustered and the class identifier is used to find conditional means for all remaining 

variables in the dataset. A method combining the prior expert knowledge with multivariate 

analysis to find input values that take into account the joint distribution of all variables and can 

be completed in a relatively short time, without requiring assumptions on the probabilistic 

models of the variables (normality, exponentiality, etc). Real applications shown a good 

performance in both quality of results and required time. 
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